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Supplementary information
I/ Quality control (QC) of haplotype data
For our simulation study the haplotype data of the release 2 of HapMap phase III available on HapMap website were used. We applied to the genotype data of this release (downloaded at http://hapmap.ncbi.nlm.nih.gov/downloads/genotypes/2009-01_phaseIII) the same QC criteria detailed in the article for release 3. 987,221 SNPs were retained. To keep haplotypes of unrelated individuals, we removed individual NA07045 from CEU haplotypes because he is related to NA12813 and individuals NA19130 and NA18913 from YRI haplotypes because they are related to NA19192 and NA19238, respectively.
To obtain WTCCC haplotypes, we first phased the 2,997 individuals coming from the 1958 British Birth Cohort with SHAPEIT version 2 1[]
. Then, we kept the 2,706 individuals that passed the QC performed and recommended by the WTCCC when they give access to the data. This QC removes in particular related individuals and outliers of principal component analysis. Finally, we kept the 517,291 SNPs in common with the 987,221 SNPs that passed the QC of the release 2 of HapMap phase III.
II/ Model, forward and backward calculations of FEstim_LD20
Let Xk and Yk be the HBD status (1 is for HBD, 0 for non HBD) and the genotype at marker k. Wang et al. 2[]
 proposed to condition emission probabilities with the previous marker and defines the forward and backward functions as:
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with initial conditions :
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where δ is the probability to be HBD at a marker.
This gives the following property: 
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The posterior probabilities can be obtained with the formula:
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and 
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As the marker the most in LD is not necessarily the previous one, it has been proposed to condition emission probabilities with a previous marker h that is not necessarily an adjacent one 
 ADDIN EN.CITE 
[3,4]
. This gives equations of this structure for FEstim_LD20:
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where h’ is the marker the most linked to marker k+1. In this model the forward and backward formulas are approximations of 
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. Indeed, the structure of the forward and backward algorithm does keep in memory the value of Xh, so it is not possible to obtain exact formulas, even by summing on all possible values of Xk-1 and Xh (or Xk+1 and Xh’ for backward calculations). 
For this reason, we made the assumption that Xk-1=Xh 3[]
 and use the emission probability 
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 otherwise. This gives the following formulas:
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When the emission probability is 
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, we used the same emission probabilities than FEstim 5[]
. Otherwise, we used the same emission probability equations than in Wang et al. 2[]
, and set the missing rate for genotypes and the error rate at 0.0001. To estimate two-locus haplotype probabilities, we used the maximum-likelihood procedure outlined by Hill 6[]
. We then impose a minimum haplotype frequency of 0.0001.
III/ Expected level of inbreeding 
An inbred individual, having 2 common ancestors and d meiosis between each of them (e.g. 6 for a 1C), has a mean HBD segment length equals to 100/d cM. He has 
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 segments, with c the number of autosome chromosomes (c=22) and r the genome length (r~35.3M 
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Thus the probability to observe no segment is 
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.
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Supplementary figures
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Figure S1: Example of realistic genome-wide data simulation. First, Genedrop is used to simulate the recombination process into a given pedigree (here an offspring of a 1st cousin). As the computation time is too high for simulating a dense genetic map (~11 hours for one pedigree with ~1 million of markers), we used it with a genetic map with only one marker every 0.05 cM (~10 minutes for one pedigree with ~66,000 markers). The numbers below the individuals represents the founder labels, i.e. the labels of each founder haplotypes. Here there are 4 founders, so 8 founder haplotypes. In the second step, only the recombination process of the final offspring is kept. When two adjacent markers have a different pair of labels, the recombination position between the two labels is randomly drawn from a uniform distribution. For example, the 2 first markers, localized at 0 cM and 0.05 cM, have the pair of labels 1/4 and 1/1. It means that a recombination occurred in the paternal haplotype between founder labels 1 and 4. So, the recombination position has been simulated as y cM, where y is a uniform between 0 and 0.05. Then reference haplotypes were randomly drown without replacement for this chromosome and were assigned to founder labels (step 3) to construct the genotype data of the individual (step 4). The homozygous by descent (HBD) region of the individual is the one where the founder labels are the same on each haplotype (red region).
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Figure S2: Accuracy of the f estimators using runs of homozygosity (ROHs) on 1st cousin offspring (1C). Bias (in bar) with ± 1 standard deviation (whole line) and RMSE (numbers per mille on top) were calculated on one random 1C from each replicate (total 100), with different SNP panels. Replicates were simulated with CEU haplotypes. The different method and their corresponding labels are described in Table 1. Estimators which labels finishing with _bp (resp. _cM) estimate f as a ratio of physical distances (resp. genetic distances). 
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Figure S3: Accuracy of f estimators using FEstim and recombination hotspots. Two offspring type are considered: (A) 1st cousin offspring (1C) and (B) inbred 4th cousin offspring (4C). Bias (in bar) with ± 1 standard deviation (whole line) and RMSE (numbers per mille on top) were calculated on one random individual from each replicate (total 100), with different SNP panels. Replicates were simulated with CEU haplotypes. FEstim_HOTALL uses FEstim with one random marker between the 32,990 hotspots recombination hotspots. FEstim_HOT5 (resp. FEstim_HOT10 and FEstim_HOT15) uses FEstim with one random marker between the 21,970 (resp. 14,599 and 10,140) recombination hotspots with recombination intensity higher than 5 cM/Mb (resp. 10 and 15 cM/Mb). 
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Figure S4: Accuracy of FEstim using several submaps created using recombination hotspots. Graph (A) shows inbreeding estimation accuracies on different offspring type. Bias (in bar) with ± 1 standard deviation (whole line) and RMSE (numbers per mille on top) were calculated on one random inbred individual (ftrue>0) (total 100). Graph (B) shows boxplots of true positive rates (TPRs) and false positive rates (FPRs) for inbreeding tests. Replicates were simulated with WTCCC haplotypes. FEstim_HOT_SUBS uses FEstim on 100 random submaps created by selecting one random marker between the 14,599 hotspots recombination hotspots with recombination intensity higher than 10 cM/Mb. For colors see Figure 1 legend.
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Figure S5: Accuracy of PLINK single-point estimators with and without Nei and Roychoudhury’s correction. Bias (in bar) with ± 1 standard deviation (whole line) and RMSE (numbers per mille on top) were calculated on one random inbred individual (ftrue>0) (total 100). Replicates were simulated with WTCCC haplotypes. PLINK Default shows results for the current PLINK v1.07 not implementing effectively the correction. PLINK Corrected shows results for our modified version of PLINK v1.07 with the correction effectively implemented. For colors see Figure 1 legend.
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Figure S6: comparison of ROH based estimations on HAP1397.  This graph shows comparison of f estimations with 1,500 kb ROHs and ROHs detected by PLINK default options and length thresholds of Pemberton et al. 2012 (correlation: 0.83). Length thresholds used were 1,129 kb for ASW, 1,393 kb for YRI, 1,316 kb for LWK, 1,417 kb for MKK, 1,365 kb for TSI, 1,599 kb for CEU, 1,336 kb for GIH, 986 kb for CHB, 1,536 for CHD, 1,144 kb for JPT and 1,624 kb for MXL. We considered that with such thresholds, calculating LOD score as in Pemberton et al. 2012 is not necessary. We used 566,574 SNPs with an rs number in common with the 577,489 SNPs they used for their analysis. For 1,500 kb ROHs, we used SNPs common in Affymetrix and Illumina panels (183,574 SNPs).This graph only shows f estimates below 0.02.
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Figure S7: Accuracy of the f estimators using runs of homozygosity (ROHs). Graph (A) shows results 1st cousin offspring (1C) simulated with different reference haplotypes on AFFY_ILLU panel (180,160 SNPs). Graph (B) shows results on different offspring type simulated with CEU haplotypes on AFFY_ILLU panel. Graph (C) shows results 1st cousin offspring (1C) simulated with different reference haplotypes on ALL panel (987,221 SNPs). Graph (D) shows results on different offspring type simulated with CEU haplotypes on ALL panel. Bias (in bar) with ± 1 standard deviation (whole line) and RMSE (numbers per mille on top) were calculated on one random inbred individual (ftrue>0) (total 100). 
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Figure S8: Accuracy of different estimators using HMM. Bias (in bar) with ± 1 standard deviation (whole line) and RMSE (numbers per mille on top) were calculated on one random inbred individual (ftrue>0) (total 100). Replicates were simulated with WTCCC haplotypes. (1) Methods estimating HMM parameters a and δ by maximum likelihood, and using δ as an f estimator. (2) Methods fixing HMM parameter a to 10-6, estimating HMM parameter δ by maximum likelihood, and estimating f with the mean of HBD posterior probabilities weighted by chromosome genetic length. Note that FEstim and FEstim_LD20 maximize the likelihood genome-wide, while GIBDLD maximizes it per chromosome. (3) Methods fixing HMM parameters δ and a to 0.0001 and 1, respectively, and estimating f with the mean of HBD posterior probabilities weighted by chromosome genetic length. For colors see Figure 1 legend.
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Figure S9: ERSA accuracies according to the procedure to estimate the population parameters. This graph shows boxplots of true positive rates (TPRs) and false positive rates (FPRs) for inbreeding tests on each replicate, according to the method used to detect HBD segments (ROH_1.5Mb, ROH_50SNP and GIBDLD), the offspring type and the estimation of the ERSA parameters. These parameters are estimated on segments <10 cM. ERSAdft estimates parameters on all individuals (as it is done by default). ERSAout estimates parameters on the 240 outbred individuals of the replicate. ERSAit uses an iterative process to estimates the parameters on the individuals inferred as outbred in the previous iteration. ERSAdft was used in the paper. Replicates were simulated with WTCCC haplotypes. For method labels see Table 1 and for colors see Figure 1 legend. 

Supplementary tables
	
	
	Methods

	 
	 
	ROH_50SNP
	FEstim_PRU
	FEstim_1SUB
	FEstim_SUBS
	FEstim_HOT

	WTCCC
	 95,500
	12,207 
	6,554
	6,548
	14,304 

	CEU
	AFFY_ILLU
	65,473
	5,963
	6,343
	6,342
	13,731

	
	AFFY
	91,757
	11,004
	6,554
	6,548
	14,304

	
	ILLY
	108,824
	12,885
	6,702
	6,694
	14,448

	
	ALL
	122,289
	17,195
	6,729
	6,718
	14,485

	YRI
	AFFY_ILLU
	84,798
	-
	-
	6,342
	13,731

	
	ALL
	198,328
	-
	-
	6,718
	14,485

	JPT/CHB
	AFFY_ILLU
	65,882
	-
	-
	6,342
	13,731

	
	ALL
	116,669
	-
	-
	6,718
	14,485


Table S1: Number of SNPs for methods using pruned or sparse maps. ROH_50SNP and FEstim_PRU use a different submap for each replicate and the numbers are the mean numbers of markers over the different replicates. FEstim_1SUB and FEstim_HOT use the same submap for each replicate. FEstim_SUBS uses the same 100 submaps for each replicate and the numbers are the mean of the number of markers over these 100 submaps. 

	Offspring
	f from pedigree
	Probability to have no segment in one individual
	# HBD segments 
per inbred individual

	
	
	
	Total
	0-2cM
	2-4cM

	1C
	1/16
	0.00
	14.75
	1.74
	1.60

	
	
	(4.5e-07)
	(14.61)
	(1.65)
	(1.47)

	2C
	1/64
	0.01
	4.94
	0.77
	0.66

	
	
	(0.01)
	(4.81)
	(0.71)
	(0.61)

	3C
	1/256
	0.29
	2.06
	0.39
	0.32

	
	
	(0.23)
	(1.90)
	(0.35)
	(0.29)

	4C
	1/1028
	0.67
	1.36
	0.36
	0.24

	
	
	(0.65)
	(1.26)
	(0.26)
	(0.20)


Table S2: Number of HBD segments per individual. Values show the number observed in our 100 simulated replicates, theoretical values are between brackets. For theoretical values see supplementary information.
	
	HBD segment length (cM)

	Offspring
	Min.
	1st Quartile
	Median
	Mean
	3rd Quartile
	Max.

	1C
	0.003
	4.49
	10.87
	15.28
	21.48
	152.6

	
	
	
	
	(16.67)
	
	

	2C
	0.01
	3.33
	8.15
	11.7
	16.61
	82.05

	
	
	
	
	(12.50)
	
	

	3C
	0.015
	2.68
	6.65
	9.52
	13.34
	84.72

	
	
	
	
	(10.00)
	
	

	4C
	0.021
	1.90
	4.87
	7.41
	9.96
	74.72

	
	
	
	
	(8.33)
	
	


Table S3: Length of HBD segments. Values show the number observed in our 100 simulated replicates, theoretical values are between brackets. For theoretical values see supplementary information.
See Excel file.

Table S4: Inbred individuals in HapMap III release 3 panel. Longest ROH have been calculated with PLINK and a length threshold of 1,500 kb. HAP1117 indicates if the individual is in the unrelated panel referenced in Pemberton et al. 2010. HAP1067 indicates if the individual is in our unrelated and outbred panel. The individual in red (NA12889) is the one inferred as inbred by FEstim_SUBS that we did not considered as inbred. Note that individuals NA12874 (CEU) and NA18143 (CHD) have half of their chromosome 1 and 2 homozygous, respectively. As they are their only HBD segments, they are presumably cell-line artifacts.
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