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Abstract
Objectives: Genome-wide association studies (GWAS) have revealed many candidate SNPs, but the mechanisms by which these SNPs influence diseases are largely unknown. In order to decipher the underlying mechanisms, several methods have been developed to predict disease-associated genes based on the integration of GWAS and eQTL data (for example Sherlock and COLOC). A number of studies have also incorporated information from gene networks into GWAS analysis to reprioritize candidate genes.
Methods:  Motivated by these two different approaches, we have developed a statistical framework to integrate information from GWAS, eQTL and Protein-Protein interaction (PPI) data to predict disease-associated genes. Our approach is based on a hidden Markov random field model and we called the resulting computational algorithm GeP-HMRF (GWAS-eQTL-PPI based Hidden Markov Random Field). 
Results:  We compared the performance of GeP-HMRF with Sherlock, COLOC and NetWAS methods on 9 GWAS datasets using the disease-related genes in MalaCards database as the standard, and found that GeP-HMRF significantly improves the prediction accuracy. We also applied GeP-HMRF to an age-related macular degeneration disease (AMD) dataset. Among the top 50 genes predicted by GeP-HMRF, 7 are reported by the MalaCards database to be AMD-related with an enrichment p-value 3.61 × 10−119. Among the top 20 genes predicted by GeP-HMRF, CFHR1, CGHR3, HTRA1, and CFH are AMD-related in MalaCards and another 9 genes are supported by the literature.
Conclusions: We built a unified statistical model to predict disease-related genes by integrating the GWAS, eQTL and PPI data. Our approach outperforms Sherlock, COLOC, and NetWAS in simulation studies and 9 GWAS datasets. Our approach can be generalized to incorporate other molecular trait data beyond eQTL and other interaction data beyond PPI.
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1.1 Proof of the posterior distribution is also an MRF
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1.2 The log odds of the posterior distribution

[bookmark: choice-of-prior-parameters]
1.3 The details of Gibbs sampling in the GeP-HMRF method

[bookmark: OLE_LINK4]We use Gibbs sampling to get the posterior distributions of the configuration Z. We initialize the configuration Z by assigning the gene’ state to be 1 when its Sherlock score is larger than 0, otherwise, the gene is initialized by 0. Then we iteratively sample each gene's state Zi in each step according to the conditional distribution as shown in equation (4) in the main text. We sample 5000 steps of the Markov chain. The posterior mean of each gene is calculated with the increasing of sampling steps, shown in Figure 2d in the main text (in the figure we sample 9000 steps to get as many as possible steps from Markov chain to see the long-term behavior). The first 1000 steps show high variation. So the first 1000 steps are taken as burn-in period and discarded. We calculate the auto-correlation of each gene’s state Zi, and 4 genes are taken as examples shown in Figure S1. We find that most genes’ auto-correlation coefficients are decreasing to nearly zero with the lag steps up to 10. Then we choose 1 sample in every 10 sampling steps to decrease the correlation of samples. So we get 400 samples finally and calculate the posterior means of Z based on these 400 samples. The fluctuation of the posterior means based on the 400 samples are showed in Figure S2.

The convergence of Markov chain is assessed in 2 aspects. 1) We plot the traces of posterior means of 50 randomly selected genes with the increasing of sample numbers (Figure 2d in main text). The posterior means are stabilized after 2000 steps; 2) We randomly initiate the gene states (keeping the same number of positive genes with the original one), and calculate the correlation of posterior means with ones with different initial values. All the correlation coefficients are above 0.9999, shown in Figure S3. Different initial states give very similar posterior means, which is a sign of convergence.
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Figure S 1: The autocorrelation coefficients (ACF) are decreasing to 0 with the increasing of lag.
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Figure S 2: The fluctuation of posterior means with the increasing of sample numbers. After burn-in 1000 steps and select 1 sample in every 10 steps, we finally got 400 samples left. Note that in this case we original sample 9000 steps (not 5000 steps) to get as many as possible steps from Markov Chain. So we got 800 samples in this figure. In real data analysis, we choose 400 samples (i.e. 5000 sampling steps) to limit the computational burden.
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Figure S 3: The correlation of posterior means based on different initial states. We randomize the initial states and calculate the correlation of posterior means under different initials.

1.4 The posterior mean has a positive correlation with the gene’s degree in network

The posterior mean of each Zi is not used as the measure for GeP-HMRF because we found that the posterior mean is correlated with the gene’s degree in the network, see Figure S4. The network prior λ0 are fixed as (-5, 0.8, -0.001) in GeP-HMRF, which means that one positive gene will increase its neighbor genes’ log odds of posterior probability by 0.8 according to equation (4) in the main text, and one negative gene will decrease its neighbor genes’ log odds by 0.001. Positive genes have much higher influence than negative genes in our setting. So the gene with many neighbors will gain higher chance to get higher posterior means. In order to decrease the bias brought by the degree, we run the Gibbs sampler 1600 times based on randomized Sherlock score while keeping the PPI network unchanged to collect the randomized posterior means. By comparing with 1600 randomized of posterior means, we calculate the p-value for each gene’s posterior mean to assess the significance of them.
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Figure S 4: The posterior mean has a positive correlation with the degree. The degree in the boxplot is in log2 scale.

1.5 Sources for the 9 GWAS datasets and eQTL dataset used in real data analysis

Table S1: Links for the 9 GWAS datasets
	GWAS
	Publication
	Links

	AMD
	Fritsche et al.
	http://csg.sph.umich.edu/abecasis/public/amd2015/

	Crohn Disease
	Barrett et al.
	https://www.ibdgenetics.org/

	Crohn Disease
	Franke et al.
	https://www.ibdgenetics.org/

	Crohn Disease
	Liu et al.
	https://www.ibdgenetics.org/

	HDL Cholesterol
	Do et al.
	http://csg.sph.umich.edu/willer/public/lipids2013/ 

	HDL Cholesterol
	Teslovich et al.
	http://archive.broadinstitute.org/mpg/pubs/lipids2010/

	LDL Cholesterol
	Do et al.
	http://csg.sph.umich.edu/willer/public/lipids2013/

	Total Cholesterol
	Do et al.
	http://csg.sph.umich.edu/willer/public/lipids2013/

	Total Cholesterol
	Teslovich et al.
	http://archive.broadinstitute.org/mpg/pubs/lipids2010/



We are using the merged eQTL data from all 44 tissues on GTEx V6 in the real data analysis. We merged the eQTL data by combining all the SNPs in all tissues together. If an SNP has different p-values on multiple tissues, we select the most significant p-value for the SNP. The merged eQTL data has 2 advantages: 1. By merging all the SNPs, we get dense eQTL SNPs and make the utmost of the GWAS signal in the alignment of eQTL and GWAS SNPs; 2. For the performance of Sherlock, using the merged eQTL data has better recall than tissue-specific ones. 

1.6 Choice of prior parameters in real data analysis
The choice of the network prior parameters  could influence the posterior means. When all the  are set as 0 at equation (1) and equation (4) in main text, the parameter  controls the total number of disease-related genes in the prior. We took , at which the proportion of positive genes is approximately controlled at 0.006692. In the PPI network, most of the genes’ neighbors are not disease-related. We assume that the genes’ negative neighbors will not influence much about its log odds of posterior probability (defined in equation (4)), thus a very small value (-0.001) is assigned to . After the setting of  and , we enumerate the values of  from 0.6 to 1 to see the performance of 4 chosen GWAS datasets (AMD, Crohn from Barrett, Crohn from Liu and HDL Cholesterol from Teslovich). Finally,  is assigned by 0.8 as it optimizes the performance of GeP-HMRF in terms of AUC on the 4 chosen GWAS datasets.

1.7 Details of SNPs supporting the 7 positives gene in the top 50 predictions of GeP-HMRF

Table S2 shows the SNP information for the 7 genes reported by MalaCards database in the top 50 predictions of GeP-HMRF, we also report this information in Supplementary 1.7. Among these 7 AMD-related genes reported by MalaCards, CFH has a shared SNP (rs12736087, GWAS P-value 5.62E-174) with gene CFHR1. CFH (ranked 18 in GeP-HMRF) and CFHR1(ranked 1 in GeP-HMRF) are the top 2 genes in Sherlock method. HTRA1(Sherlock rank 13, GeP-HMRF rank 3) shared 2 SNPs with CUZD1 (Sherlock rank 48, GeP-HMRF rank 77), while CUZD1 is not included by MalaCards. C3 (Sherlock rank 78, GeP-HMRF rank 40) also shares an SNP (rs10401596, GWAS p-value 0.469) with ARHGEF18 (Sherlock rank 6960, GeP-HMRF rank 4353). Since rs10401596 has a non-significant GWAS p-value, it doesn’t contribute much to the Sherlock score of C3 and ARHGEF18. The CFH, CFHR1, CFHR3, and CFHR4 are closed to each other in the genome region Chr1:196.6M-197.0M (Figure S2). Note that the tagged SNPs in this region have very significant GWAS p-values. It is difficult to distinguish which gene is causal in this circumstance. GeP-HMRF utilizes the network information to reprioritize the genes.
Table S2: Details about the SNPs supporting the 7 true positive genes in the top 50 predictions of GeP-HMRF. We report the position, Maf, eQTL p-value, GWAS p-value and how many genes the SNP affected in the table. The last column shows the other gene that SNP affected, with the Sherlock rank and GeP-HMRF rank in the bracket.
	Gene
	SNP
	Chr
	Pos
	Maf
	eQTL.pvalue
	GWAS.pvalue
	#Genes Affected
	Shared Genes

	C3
	rs79390761
	19
	5820051
	0.22
	7.53E-05
	0.256
	1
	

	C3
	rs1368451
	19
	6165266
	0.04
	1.49E-05
	0.202
	1
	

	C3
	rs348386
	19
	6554098
	0.46
	8.37E-05
	0.044
	1
	

	C3
	rs1702376
	19
	6732852
	0.17
	6.27E-09
	6.03E-28
	1
	

	C3
	rs466822
	19
	6947841
	0.35
	6.51E-05
	0.068
	1
	

	C3
	rs2099116
	19
	7077178
	0.17
	5.44E-05
	0.507
	1
	

	C3
	rs8100653
	19
	7290853
	0.35
	6.73E-05
	0.035
	1
	

	C3
	rs10401596
	19
	7445589
	0.14
	3.16E-06
	0.469
	2
	ARHGEF18(6960,4353)

	C3
	rs2303178
	19
	7626669
	0.33
	9.57E-05
	0.287
	1
	

	CFH
	rs76962463
	1
	196213536
	0.05
	6.63E-05
	8.57E-63
	1
	

	CFH
	rs1361399
	1
	196363658
	0.26
	2.01E-05
	1.19E-4
	1
	

	CFH
	rs4658039
	1
	196513323
	0.43
	3.22E-10
	8.13E-137
	1
	

	CFH
	rs1089033
	1
	196666793
	0.47
	2.39E-07
	5.96E-102
	1
	

	CFH
	rs12736087
	1
	196968852
	0.45
	5.41E-06
	5.62E-174
	2
	CFHR1(2,1)

	CFHR1
	rs10922088
	1
	196552430
	0.27
	3.14E-13
	2.19E-198
	1
	

	CFHR1
	rs7519758
	1
	196825287
	0.18
	2.53E-18
	6.31E-295
	1
	

	CFHR1
	rs12736087
	1
	196968852
	0.45
	1.57E-07
	5.62E-174
	2
	CFH(1,18)

	CFHR1
	rs12144001
	1
	197570844
	0.02
	8.60E-05
	1.98E-06
	1
	

	CFHR1
	rs9427672
	1
	197754741
	0.26
	7.77E-05
	0.168
	1
	

	CFHR3
	rs2477355
	1
	196240335
	0.22
	6.13E-06
	3.52E-16
	1
	

	CFHR3
	rs2759665
	1
	197388076
	0.30
	1.80E-05
	7.46E-4
	1
	

	CFHR4
	rs4915363
	1
	196905205
	0.34
	6.84E-08
	4.27E-192
	1
	

	HTRA1
	rs61874133
	10
	123412167
	0.02
	2.29E-05
	0.673
	1
	

	HTRA1
	rs6585819
	10
	124108629
	0.43
	2.50E-07
	1.62E-10
	2
	CUZD1(48,77)

	HTRA1
	rs2142308
	10
	124234037
	0.30
	2.85E-08
	7.8E-12
	1
	

	HTRA1
	rs909459
	10
	124391860
	0.23
	1.42E-05
	6.47E-05
	2
	CUZD1(48,77)

	PLEKHA1
	rs10788178
	10
	123184875
	0.32
	2.67E-05
	0.478
	1
	

	PLEKHA1
	rs144380958
	10
	123335630
	0.09
	3.28E-05
	0.771
	1
	

	PLEKHA1
	rs2421016
	10
	124167512
	0.46
	9.06E-17
	2.95E-211
	1
	

	PLEKHA1
	rs721967
	10
	124281013
	0.05
	6.19E-06
	9.66E-09
	1
	

	PLEKHA1
	rs61318574
	10
	124797970
	0.10
	2.09E-05
	0.019
	1
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Figure S 5: The region of the CFHR gene family is very significant in GWAS. Plot by LocusZoom

[bookmark: neighbor-genes-of-c3]1.8 Neighbor genes of C3

Table S3: The neighborhood of C3.
	Gene
	log-LR
	Post.Mean
	P-value
	in.MalaCards

	CFH
	29.771671
	1
	0.000938
	1

	CFHR3
	22.725284
	1
	0.000625
	1

	CFHR4
	6.900085
	0.931750
	0.001875
	1

	C3
	5.970131
	0.997500
	0.001875
	1

	CR2
	4.769663
	0.949750
	0.003750
	0

	CTSG
	-0.175366
	0.362250
	0.018437
	0

	ITGAM
	-0.404551
	0.061250
	0.015000
	0

	CPN1
	-0.470333
	0.010000
	0.031562
	0

	CFI
	-0.738531
	0.016500
	0.016250
	1

	PAPPA
	-1.560456
	0.161750
	0.083437
	0

	MASP1
	-1.704535
	0.007000
	0.075312
	0

	ABL1
	-1.913149
	0.986000
	0.060312
	0

	GC
	-2.066485
	0.014250
	0.132187
	0

	CR1
	-2.829765
	0.012250
	0.032812
	0

	LRP1
	-2.998213
	0.906000
	0.133750
	0

	LAMA1
	-3.064037
	0.007000
	0.281562
	0

	OLFM4
	-3.300203
	0.000250
	0.756562
	0

	C3AR1
	-3.445283
	0.000750
	0.593437
	0

	ITGAX
	-3.831582
	0.000500
	0.703125
	0

	C5
	-3.933636
	0.000250
	0.772187
	0

	CD46
	-4.676337
	0.005500
	0.365000
	0



[bookmark: edge-distribution-under-different-prior-]1.9 Apply GeP-HMRF based on 33 tissue-specific eQTL datasets from GTEx

In the result analysis, we are using the merged eQTL data from all 44 tissues on GTEx V6. We merged the eQTL data by combining all the SNPs in all tissues together. If an SNP has different p-values on multiple tissues, we select the most significant p-value for the SNP. The merged eQTL data has 2 advantages: 1. By merging all the SNPs, we get dense eQTL SNPs and make the utmost of the GWAS SNPs in the alignment of eQTL and GWAS data; 2. For the performance of Sherlock, using the merged eQTL data has better recall than tissue-specific ones. There are disadvantages of the merged eQTL. We might not decipher the corresponding tissue where the gene expressed. In addition, the merged eQTL might lead to artificial positive genes since the eQTL SNP comes from multiple tissues.

We have tried 33 eQTL datasets corresponding to 33 different tissues/cell types from GTEx V6. We collected 9 GWAS and 34 eQTL datasets (33 tissue-specific datasets and one merged all tissues). We got the AUC and Top-50-Hits (number of positive genes in the top 50 predictions) of GeP-HMRF method on these 9*34 datasets. Figure S6 shows the heat map of the Top-50-Hits of GeP-HMRF on the 9*34 datasets. The 3 Crohn disease datasets (Crohn Barrett, Crohn Liu and Crohn Frank) are clustering together, and the 5 Cholesterol datasets (HDL Do, HDL Teslovish, TC Do, LDL Do and TC Teslovish) are clustered together too. Based on the eQTL from Whole blood and Esophagus mucosa, GeP-HMRF hit 5 or 6 positive genes in top 50 predictions across all 3 Crohn disease GWAS datasets. GeP-HMRF hit 3 or 4 positive genes based on the merged eQTL datasets. The Whole blood and Esophagus mucosa tissue gives the top 2 performance for Crohn disease in terms of Top-50-Hits. Crohn disease is a complex chronic immune disorder that primarily affects the digestive system. Esophagus mucosa is one of the affected tissues, but the small intestine and colon are more often affected. Lage et al.[1] derives disease-tissue association scores based on the co-occurrence of disease-related and tissue-related terms in PubMed abstracts. The top 6 tissues for Crohn disease in Lage’s result are Adrenal Cortex, Liver, Appendix, CD4 T cells, Skin and Monocytes. Whole blood contains many immune cells like the CD4 T cells and Monocytes, which might be the reason it performs well. For the 5 Cholesterol datasets, GeP-HMRF based on the eQTL from the Adipose tissue hit 4, 3, 2, 2 and 1 positive genes respectively. Adipose tissue is a major site for cholesterol storage, which might be a reason for its good performance.
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Figure S 6: The heat map of top-50-hits of GeP-HMRF on 9 (GWAS) * 34 (eQTL) datasets
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The heat map of AUC of GeP-HMRF on 9 (GWAS) * 34 (eQTL) datasets
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Figure S7 shows the heat map of the AUC of GeP-HMRF on the 9*34 datasets. Three Crohn disease datasets are clustered together, and so is for the Cholesterol datasets. In each tissue, we take an average of the AUC of the 3 Crohn disease datasets and that of the 5 Cholesterol datasets, see Table S4. For the Crohn disease, the top 2 averaged AUC are from Adrenal gland (0.868) and Esophagus mucosa (0.856), while the AUC for the merged eQTL is 0.702. The adrenal gland is the top tissue for Crohn disease in Lage’s result. For the Cholesterol trait, the top 2 averaged AUC are from Adipose (0.909) and Cells fibroblasts (0.880), while the AUC for the merged eQTL is 0.762. For the AMD disease, since we do not have the eQTL data from eye or retina, we don’t discuss it in this study. The merged eQTL dataset can achieve moderate performance. Merged eQTL can be an option when the disease-related tissue is unknown.

Table S4: The average performance of GeP-HMRF in each tissue.
	Tissue
	Ave.AUC.Crohn
	Ave.AUC.Cholesterol 
	Ave.Top50.Crohn
	Ave.Top50.Cholesterol 

	Adrenal_Gland
	0.868
	0.482
	1.667
	0.400

	[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Esophagus_Mucosa
	0.858
	0.762
	5.333
	0.400

	Pituitary
	0.810
	0.697
	1.667
	1.000

	Skin_Sun_Exposed
	0.809
	0.754
	3.000
	1.800

	Lung
	0.785
	0.702
	3.000
	1.400

	Adipose_Visceral
	0.779
	0.767
	1.333
	0.600

	Heart_Atrial_Appendage
	0.772
	0.820
	1.333
	0.400

	Pancreas
	0.758
	0.619
	1.667
	1.000

	Small_Intestine
	0.755
	0.848
	1.333
	1.000

	Cells_EBV_lymphocytes
	0.751
	0.773
	3.000
	0.000

	Muscle_Skeletal
	0.750
	0.837
	2.667
	1.200

	Colon_Transverse
	0.747
	0.713
	1.000
	0.400

	Whole_Blood
	0.746
	0.768
	5.667
	1.000

	Esophagus_Muscularis
	0.729
	0.866
	1.667
	0.200

	Liver
	0.722
	0.690
	0.667
	1.600

	Cells_fibroblasts
	0.722
	0.880
	1.333
	1.400

	GTExV6_merged
	0.702
	0.762
	3.333
	2.000

	Skin_Not_Sun_Exposed
	0.699
	0.733
	3.000
	1.800

	Adipose_Subcutaneous
	0.694
	0.909
	3.667
	2.400

	Artery_Aorta
	0.676
	0.732
	1.333
	0.400

	Uterus
	0.676
	0.690
	0.333
	0.200

	Nerve_Tibial
	0.669
	0.721
	1.667
	1.200

	Testis
	0.665
	0.800
	1.000
	1.600

	Thyroid
	0.655
	0.770
	1.333
	0.000

	Breast_Mammary
	0.650
	0.790
	2.000
	0.200

	Brain_Hippocampus
	0.647
	0.827
	1.000
	0.600

	Colon_Sigmoid
	0.638
	0.654
	0.000
	0.000

	Heart_Left_Ventricle
	0.632
	0.715
	0.667
	0.800

	Artery_Tibial
	0.602
	0.766
	1.667
	1.000

	Prostate
	0.601
	0.551
	0.000
	0.600

	Vagina
	0.522
	0.347
	0.000
	0.000

	Brain_Cortex
	0.464
	0.805
	0.000
	0.000

	Brain_Anterior
	0.421
	0.663
	0.000
	0.000


[bookmark: availability-of-data-and-materials]2 Availability of data and materials
The datasets generated during and/or analyzed during the current study are available in the (https://github.com/JunWangmath/GeP-HMRF).
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