**Supplementary material**

**Supplementary Table 1.** Summary of all the publications for the last decade about the improve detection of perinatal outcome by the analysis of CTG data using ML methods.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Author** | **Year** | **Dataset** | **Methodology** | **Best results** |
| **Accuracy** | **Sensitivity** | **Specificity** |
| Cömert Z. et al. [1] | 2019 | CTU-UHB1: 552 samples | Deep-CNN | 93.32% | 56.15% | 96.51% |
| Iraji M.S. [2] | 2019 | SisPorto2: 2126 samples | MLA-ANFIS; ANN; DSSAEs; deep-ANFIS | 99.50% | 99.72% | 97.50% |
| Sontakke S.S. et al. [3] | 2019 | SisPorto: 2126 samples | ANN; SVM, GLM; RF; KNN | 93.40% | - | - |
| Zhao Z. et al. [4] | 2019 | CTU-UHB: 552 samples (subset of 210) | CNN | 98.69% | 99.29% | 98.10% |
| Abbas R. et al. [5] | 2018 | CTU-UHB: 552 samples | GBM; GLMNET; KNN; SVM; RF; ANN | 95.40% | 87.50% | 100% |
| Fergus P. et al. [6] | 2018 | CTU-UHB: 552 samples | FLDA; RF; SVM | - | 87.00% | 90% |
| Zhao Z. et al. [7] | 2018 | CTU-UHB: 552 samples | DT; SVM; Adaboost | - | 92.00% | 90.00% |
| Abry P. et al. [8] | 2018 | CTU-UHB: 552 samples & LDB3: 3049 samples | SVM with spare learning | - | 62.00% | 89.00% |
| Petroziello A. et al. [9] | 2018 | CTU-UHB:552 samples & OxSys4: 35.429 samples | LSTM; CNN | - | 85.00% | 65.00% |
| Jianqian L. et al. [10] | 2018 | 4473 samples | CNN; SVM; MLP | 93.24% | 98.00% | 84.77% |
| Cömert Z. et al. [11] | 2018 | CTU-UHB: 552 samples | Least square-SVM | - | 63.45% | 65.88% |
| Cömert Z. et al. [12] | 2017 | SisPorto: 2126 samples | ANN; SVM; ELM; RBFN; RF | - | 99.73% | 97.94% |
| Georgoulas G. et al. [13] | 2017 | CTU-UHB: 552 samples | Least square-SVM | - | 68.48% | 77.68% |
| Barquero-Perez O et al. [14] | 2017 | 32 samples | KNN; SVM | - | 92.00% | 85.00% |
| Cömert Z. et al. [15] | 2016 | CTU-UHB: 552 samples (divided in stages I, II, III) | ANN  | 92.40% (I), 83.29% (II), 79.22% (III) | - | - |
| Cömert Z. et al. [16] | 2016 | CTU-UHB: 552 samples (subset of 100) | ANN | 87.00% | 88.70% | 85.10% |
| Spilka J. et al. [17] | 2016 | CTU-UHB: 552 samples & LDB: 3049 samples | SVM | - | - | - |
| Sahin H. et al. [18] | 2015 | SisPorto: 2126 samples | ANN; SVM; RBFN; KNN; CART; DT; RF | - | 94.18% | 99.74% |
| Chamidah N. et al. [19] | 2015 | SisPorto: 1831 samples | K-Means + SVM | 90.64% | - | - |
| Ibrahim O.I. et al. [20] | 2015 | 300 samples | RF; ruled-based and penalized RC | - | 99.74% | 86.00% |
| Peterek T. et al. [21] | 2014 | - | CART; RF | 94.69% | - | - |
| Ocak H. [22] | 2013 | SisPorto: 1831 samples | SVM + GA | 99.30% | - | - |
| Ocak H. et al. [23] | 2013 | SisPorto: 1831 samples | ANFIS | 96.60% | - | - |
| Georgieva A. et al. [24] | 2013 | 376 samples | ANN | - | 60.30% | 67.50% |
| Yilmaz E. et al. [25] | 2013 | SisPorto: 2126 samples | Least square-SVM | 91.62% | - | - |
| Czabanski R. et al. [26] | 2012 | 189 samples from 51 subjects | MLP; Lagrangian SVM + weighted fuzzy scoring system | 92.00% | - | - |
| Sundar C. et al. [27] | 2012 | SisPorto: 2126 samples | ANN | 60.00% | - | - |
| Warrick P.A. et al. [28] | 2012 | 264 patients | SVM | - | - | 92.50% |
| Mei-Ling H. et al. [29] | 2012 | SisPorto: 2126 samples | DA; DT; ANN | 97.78% | - | - |
| Krupa N. et al. [30] | 2011 | 90 samples from 15 subjects | SVM | 86.00% | 94.80% | 94.80% |
| Warrick P.A. et al. [31] | 2010 | 1315 samples | SVM | - | - | 92.5% |

1Open CTG database of 552 recordings from the University Hospital in Brno, Czech Republic [32].

2Open CTG database of 2126 recordings from the University of Porto, Portugal [33].

**Machine learning (ML) methods**: Adaboost = Adaptive boosting; ANFIS = Adaptive neuro fuzzy inference system; ANN = artificial neural network; CART = Classification and Regression Trees; CNN = Convolutional neural network; DA = discriminant analysis; DSSAE = Deep stacked sparse autoencoders; DT = decision trees; ELM = extreme learning machine; FLMA = Fishers Linear Discriminant Analysis; GA = Genetic algorithm; GBM = Gradient Boosting model; GLM= Generalized Linea Model; GLMNET = Generalized Linear Model Lasso and Elastic-Net Regularized; KNN = K-nearest neighbours; LR = logistic regression; MLA = multilayer architecture; MLP = multi-layered perceptron; RBFN = radial basis function network; RF = Random Forest; SVM = Support Vector Machine; TC: Tree classifiers.
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