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**Supplementary Methods**

***Devices***

The axis-specific sampling rates of the devices (1600 Hz in z-axis, 200 Hz in x- and y-axes) were tuned specifically to capture the frequency ranges of interest during swallowing for efficient memory and battery use. The anteroposterior plane (aligned with the device z-axis) consistently demonstrates higher spectral content during swallowing compared to other planes, which hold content below 100 Hz [1,2].

Sensor data were manually time-stamped by a researcher using the custom smartphone app. Timestamps were recorded to demarcate (1) the beginning of a task, designated by presentation of the bolus into the participant’s mouth, (2) the approximate timing of any swallows, identified by the SLP while palpating for laryngeal movement, and (3) the end of a task, determined as the completion of swallowing activity and clearance of the bolus from the oral cavity. These timestamps provided the sensor data window to identify the contained individual swallow event and confirm that the signal input for the supervised learning models lined up with known swallow events.

***Protocol***

 Inpatients were assessed for dysphagia severity during each session in accordance with the Mann Assessment of Swallowing Ability (MASA) [3], a widely acknowledged and validated bedside tool to evaluate swallowing impairment in stroke [4]. The MASA is comprised of 24 clinical tasks designed to assess the four main areas of general patient status (e.g. alertness, cooperation, language, and speech); oral preparatory phase (e.g. saliva management, lip seal, lingual movement, strength, and coordination, oral bolus preparation, respiration and respiratory rate for swallowing); oral phase (e.g. gag reflex, palatal motility, bolus clearance and oral transit time); and pharyngeal phase of the swallow (e.g. reflexive and voluntary cough, vocal quality, presence or absence of a tracheostomy, and pharyngeal timing and response). The MASA is scored on a scale of 200 points, with cutoff scores to classify dysphagia severity: *none* (≥178), *mild* (168–177), *moderate* (139–167), or *severe* dysphagia (≤138). The MASA severity rating served as ground truth for model training and was obtained at each data collection session.

Although all participants were diagnosed as dysphagic in their medical records, the MASA recorded in the Admission session (**Supplementary Table 1**) may have indicated no dysphagia due to fluctuating or improved swallow behavior since the hospital intake evaluation and the start of rehabilitation.

***Data Preparation and Processing***

Data cleaning and preprocessing was performed in MATLAB R2019 (MathWorks; Natick, MA, USA). Data from the throat sensor were resampled to 1600 Hz using spline interpolation, filtered using a 5th-order high-pass Butterworth filter at 3 Hz, denoised by a 7-level wavelet decomposition (sym5, universal thresholding rule, soft thresholding), and stored as a vector magnitude. Data from the ribcage sensor were filtered using a 4th-order, bandpass Butterworth filter (0.1−0.5 Hz) along the z-axis, and stored as the z-axis component only (to capture dynamic respiration from inward and outward motion relative to the body frame). The cleaned and filtered data was then segmented using the beginning and end timestamps for each swallowing task.

Additional processing and analysis were performed in Python 3.6. For each task, the throat sensor signal was clipped around the swallow itself, removing data from chewing and oral preparation or data between multiple swallows for a single bolus. To clip swallows, signal peaks in the throat sensor data were first detected using the find peaks function in Python’s *SciPy* library (version 1.3.1). The most prominent peak prior to the timestamp marking laryngeal movement was considered a landmark for the true swallowing activity, thereby accounting for the time delay between the SLP’s verbal confirmation of a swallow and another researcher manually timestamping the data. The signal was clipped on either side of this peak to include the peak area under the curve lying above the signal baseline (signal intersection evaluated from a height at 95% of the peak prominence height subtracted from the height of the peak). Ribcage data were clipped to 15 seconds before and after the peak swallow acceleration to capture the surrounding respiratory dynamics. To mitigate inter- and intra-subject variability in the acceleration signal magnitude due to variations in sensor placement [5], each subject’s sensor data were normalized by a standardized within-session task. Namely, throat and ribcage data from each session were min-max normalized using the averaged minimum and maximum accelerations from the throat sensor during all saliva swallows, or from the ribcage sensor during baseline respiration, respectively.

Trials that contained competing peaks near the swallow timestamp or excessively noisy signals were discarded to ensure models were trained using sensor data that was confidently attributable to swallowing. Noisy signals are defined as those exceeding a sample entropy threshold, defined as:

|  |  |
| --- | --- |
| $$SampEn= -log⁡(A/B)$$ | (1) |

where $A/B$ is the conditional probability that a dataset repeating itself within a tolerance $r$ for $m$ points will also repeat itself for $m+1$ points, without self-matches [6]. We chose $m=2$ and $r$ as the mean derivative of acceleration for the clipped swallow signal. After removing uncertain or noisy signals, 505 swallowing instances were available for machine learning, including 184 swallows from non-dysphagic controls and 321 swallows from post-stroke patients with no, mild, or moderate impairment.

***Feature Extraction***

Twenty-four swallowing features were extracted from the clipped, normalized throat sensor signal recorded during each swallow (**Supplementary Table 2**). Time-domain features from the throat data included: swallow duration, max, min, median, mean, standard deviation, skewness, kurtosis, root mean square (RMS), interquartile range (IQR), peak width at half maximum (PWHM), absolute difference of the median and mean, sample entropy, and Lempel-Ziv complexity. Frequency-domain features were computed from the power spectral density (PSD) estimated via Welch’s method and included the following: peak frequency, normalized peak frequency, peak frequency magnitude, total power, mean frequency, standard deviation, skewness, kurtosis, entropy, and central frequency.

Twelve respiratory features were extracted from the normalized ribcage sensor signal recorded before, during, and after each swallow (**Supplementary Table 3**). General respiratory events, including inhalation, exhalation, and breathing apneas, were determined from the acceleration profiles corresponding to ribcage expansion and contraction. Respiratory-swallow coordination features were selected to capture clinically-relevant information about risk of aspiration during swallowing, including the timing of the swallow within the respiratory cycle [7,8] and the presence and timing of the necessary breathing cessation that occurs during swallowing (apnea) [8]. To locate the swallowing apnea, we assessed the 10-second window in the respiration signal that occurred immediately prior to the swallowing peak. Interruptions to the respiratory cycle were identified as segments of data when the first derivative of acceleration fell below the mean first derivative of the full 10-second window. The segment that was closest in time to the corresponding laryngeal swallow peak was selected as the swallowing apnea. Inhalation-Exhalation (I-E) patterns observed at the swallow apnea, as well as normalized inhalation cycles preceding or following the swallow peak, were recorded as features, as these are known to be influenced by factors such as age [9,10], disease [11,12], and bolus characteristics [13–16]. For instance, an increased frequency of swallows occurring during inhalation demonstrates a risk for aspirating, while post-swallow exhalation can be viewed as a second-round defensive mechanism for pharyngeal removal of residual material [17]. Inhale-exhale patterns correlated to timely dynamics of swallow initiation, apnea duration, or post-swallow phase resetting within dysphagia [18] may present important feature relationships to be learned by machine learning algorithms. Respiratory dynamics, such as normalized range of acceleration and pre-swallow respiration velocity, were also included.
 Correlation-based feature selection was implemented to reduce model complexity and remove redundant variables. Features with strong correlations (Pearson correlation coefficient $|ρ|$ ≥ 0.6) and with the most frequent correlations to another feature were removed.

***Model Development***

Features for each model were scaled using a robust scaling method less sensitive to the presence of outliers, by removing the median value and dividing by the interquartile range:

|  |  |
| --- | --- |
| $$x\_{scaled}= \frac{x-Q2}{Q3-Q1}$$ | (2) |

where $x$ is a given feature value and $Q1$, $Q2$, and $Q3$ are the 25th, 50th (median), and 75th percentiles, respectively.

To explore the separability between severity classes, we applied linear discriminant analysis (LDA) to project the task-specific swallowing and respiration features to a lower-dimensional subspace. LDA is a supervised dimensionality reduction technique that maximizes separation between classes while minimizing within-class variance [19]. In the two-dimensional subspace represented by the first two linear discriminant components, separation among MASA severity labels was improved by applying LDA on scaled sensor data from each swallowing task, rather than on data of all tasks together. Additionally, feature distributions were more normally distributed on a per-task basis, which is an important precursor to ensuring LDA stability in a model. This is likely due to the between-task differences in swallowing effort and respiratory dynamics captured in the feature set, which have been physiologically understood to vary in range depending on the bolus amount and viscosity [14]. For this reason, separate models were developed for each task.

***Severity Probability Model***

The Severity Probability Model evaluates the presence and severity of dysphagia using a Random Forest (RF) supervised learning algorithm, a decision tree classifier for a given number of trees which uses randomized subsets of data to predict the aggregated mean class label [20]. RF was chosen for its lower risk of overfitting, suitability for small datasets, and handling of imbalanced classes. Seven task-specific models were trained using combined data from similar bolus consistencies and oral presentation methods. The models were: saliva (dry swallow and effortful saliva), liquid (2 .5 ml and 5 ml), liquid (natural sip), liquid (straw sip), puree (spoonful), soft solid (spoonful) and hard solid (natural bite). Hyperparameters were tuned for each model using a leave-one-subject-out nested cross-validation, using GridSearchCV to iteratively test combinations of the number of trees, maximum depth, and maximum number of leaf nodes. The best-performing set of hyperparameters was chosen as the set that maximized the F1-score, which balances model recall and precision, for the non-dysphagic control data. We selected the non-dysphagic control data for tuning to account for the likelihood that the vast majority of swallows from the control group would reflect the true ground-truth label (no impairment), whereas patients with mild and moderate dysphagia would not exhibit the labelled impairment level for every swallow. An inner cross-validation loop determined the best hyperparameter combination, and an outer testing loop implemented the resulting model on a separate, held-out subject, iterated across participants. In total, 133 models were optimized for a leave-one-subject-out nested cross-validation scheme (7 tasks across 19 left-out subjects). To provide an example of the hyperparameters that were obtained during optimization, **Supplementary Table 4** shows values obtained from tuning on all participant data (non-nested scheme). For the nested leave-one-subject-out model scheme, the average feature importance (Gini Index) for each task-specific model was computed across the outer subject loop (**Supplementary Table 5**).

Representative model output from a clinical swallowing evaluation is illustrated in **Figure 2**. Each swallow is analyzed independently, with a predicted probability of belonging to each possible dysphagia severity rating. The processed acceleration signal from the throat sensor is compared to the average acceleration profile from the control group, computed via a moving window average (window size = 3) for all task-specific swallows after aligning to the maximum swallow peak. Additionally, features extracted from the ribcage sensor (apnea duration, swallow latency, I-E pattern) provide clinically relevant, comparative characteristics on swallow-respiratory coordination.

***Distance Model***

The Distance Model employs a single-class Support Vector Machine (SVM) trained on task-specific sensor features from a single, confident class – namely, the non-dysphagic controls – and maps all patient samples to a measurable distance from the learned boundary of this class. The single-class SVM is an unsupervised algorithm which learns the decision boundary of the training data and evaluates test data as belonging to the trained class or identifying it as an out-of-class sample [21]. SVMs provide robust outlier detection for small datasets and were implemented to differentiate swallows that did not share characteristics of healthy swallowing. For each swallowing task, training and testing data were split for leave-one-subject-out cross-validation. Normalized sensor features were transformed to a two-dimensional subspace using the first two linear discriminant components. Regularization was introduced to the LDA fit via a shrinkage parameter, using the Ledoit-Wolf method to minimize risk of overfitting by reducing the number or weight of the features [22]. A single-class nonlinear SVM with radial basis function kernel was then fit to the control sample LDA cluster to learn the hyperplane that separated the control samples from the remaining feature subspace. Each patient swallowing instance can then be represented as a measureable distance $d$ to the learned hyperplane. Small distances indicate proximity to the healthy boundary, while increasing magnitude indicates greater deviation from healthy swallowing behavior. Inliers of the decision boundary were assigned a zero value ($d=0$) to designate the swallow behavior as being within the feature space of the control dataset – i.e., located within the target region.

**Supplementary Figures**

**Supplementary Figure 1: Data processing pipeline.** Sensors placed on the throat and ribcage collect raw accelerometer data during various swallowing tasks. The data is processed, segmented, and cleaned for feature extraction. Final features are paired with ground truth dysphagia severity ratings to train machine learning models.



**Supplementary Figure 2: Inter- and intra-subject swallow variability.** Swallow data from representative patients and tasks demonstrate observable variations between trials and sessions, while also showing some consistency in the relative shape, pattern, and timing within the same patient. All swallows are aligned to the detected swallow peak at 0 seconds.



**Supplementary Tables**

**Supplementary Table 1. Patient demographics, stroke characteristics, and dysphagia severity.**

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **ID** | **Sex** | **Age** | **Stroke Type** | **Stroke Latency****at Admission****(days)** | **Duration Inpatient Stay****(days)** | **Admission** | **Discharge** |
| *MASA**TNS* | *MASA**Dysphagia**Severity* | *MASA**ORR* | *Physician-ordered**Diet* [23] | *MASA**TNS* | *MASA**Dysphagia**Severity* | *MASA**ORR* | *Physician-ordered**Diet* [23] |
| **SS02** | F | 59 | HEM | 33 | 23 | 174 | Mild | Unlikely | Regular solid;Thin liquid | 186 | None | Unlikely | Regular solid;Thin liquid |
| **SS05\*** | M | 76 | HEM | 39 | - | 161 | Moderate | Possible | Regular solid;Thin liquid | *Early discharge from inpatient therapy* |
| **SS06** | M | 67 | HEM | 276 | 30 | 176 | Mild | Unlikely | Regular solid;Thin liquid | 187 | None | Unlikely | Regular solid;Thin liquid |
| **SS07** | M | 59 | ISC | 52 | 35 | 179 | None | Unlikely | Soft, bite sized solid;Mildly thick liquid | 189 | None | Unlikely | Regular solid; Thin liquid |
| **SS08** | F | 43 | ISC | 16 | 37 | 168 | Mild | Possible | Pureed solid;Mildly thick liquid | 191 | None | Unlikely | Regular solid; Thin liquid |
| **SS09\*** | F | 45 | ISC | 18 | - | 166 | Moderate | Possible | Regular solid;Thin liquid | *Change in medical status* |
| **SS10** | F | 76 | ISC | 8 | 73 | 153 | Moderate | Possible | Pureed solid;Mildly thick liquid | 162 | Moderate | Possible | \_ |
| **SS11** | M | 52 | ISC | 18 | 34 | 178 | None | Unlikely | Regular solid;Thin liquid | 169 | Mild | Possible | Regular solid; Thin liquid |
| **SS12** | M | 58 | ISC | 15 | 23 | 183 | None | Unlikely | \_ | 183 | None | Unlikely | Regular solid; Thin liquid |

ISC = Ischemic; HEM = Hemorrhagic; MASA = Mann Assessment of Swallowing Ability; TNS = Total Numeric Score; ORR = Ordinal Risk Rating (i.e. risk of aspiration)

\*Rated as *moderate* by the MASA but demonstrated clinically safe management of a regular diet as judged by a clinician

**Supplementary Table 2. Swallow features computed from the Throat sensor data (normalized by average acceleration range during dry swallow trials).**

|  |  |  |
| --- | --- | --- |
| **Feature** | **Description** | **Included in Final Model (\*)** |
| Min | Minimum, maximum, median, mean, and interquartile range of the swallow signal [24–26]. |  |
| Max |  |
| Median |  |
| Mean |  |
| IQR |  |
| Standard Deviation | Measures of the spread, symmetry, and sharpness of the signal distribution [24–29]. |  |
| Skewness |  |
| Kurtosis | \* |
| Peak width at half maximum  | Width of the swallow signal measured at 50% of the peak prominence height $\left[s\right].$ | \* |
| Absolute difference | Absolute value of the difference between the mean and median acceleration [25]. |  |
| Root mean square | Square root of the mean square signal. |  |
| Sample entropy | Measure of signal regularity, independent of data length. | \* |
| Lempel-Ziv complexity | Measure of signal complexity or randomness, recursively identifying new substrings and their reoccurrence in the data sequence [24–29]. | \* |
| Swallow duration | Full duration (width) of the swallow, measured from the lower contour line of the signal about the peak swallow acceleration [28]. |  |
| Power spectra: Standard deviation, Skewness, Kurtosis | Measures of the spread, symmetry, and sharpness of the power spectral distribution [28].  |  |
| Power spectra peak frequency | Frequency corresponding to the maximum power density of the signal [25–29]. | \* |
| Power spectra peak frequency magnitude | Peak magnitude of the power spectral density [25]. |  |
| Power spectra normalized peak frequency | Power of the peak frequency divided by the total power of the signal.  | \* |
| Power spectra total power | Sum of all power spectra density values squared [28]. | \* |
| Power spectra mean frequency | Mean power spectral density of the frequency domain signal. |  |
| Power spectra centroid | Frequency at which the power spectral density is centered upon, i.e. power spectra center of mass [26,27,29]. | \* |
| Power spectra entropy | Complexity measure to convey information contained within the power spectral entropy domain of the swallow signal. |  |

**Supplementary Table 3. Respiratory features computed from the Ribcage sensor data before, during, and after swallow (normalized by average acceleration range during quiet sitting).**

|  |  |  |
| --- | --- | --- |
| **Feature** | **Description** | **Included in Final Model (\*)** |
| Apnea duration | Duration of the swallowing apnea [7,8]. |  |
| Swallow latency | Duration from the start of the swallowing apnea to the time of the swallow peak [8]. | \* |
| Post-swallow apnea sustention | Duration from the time of the swallow peak to the end of the swallowing apnea. | \* |
| Apnea jerk | The mean first derivative of acceleration during the swallowing apnea. | \* |
| Pre-swallow I-E pattern | Inhale or exhale occurring prior to the swallowing apnea [7,8].  | \* |
| Post-swallow I-E pattern | Inhale or exhale occurring prior to the swallowing apnea [7,8]. | \* |
| Old-Phase | Duration of the inhale prior to the swallowing apnea until the start of the swallow apnea, normalized by the average respiratory cycle duration during rest [7,8]. | \* |
| Co-Phase | Duration from the end of the swallowing apnea to the next post-swallow inhale, normalized by the average respiratory cycle duration during rest [7,8]. |  |
| Pre-swallow respiration range | Range of signal during breath (inhale or exhale) taken prior to the swallow.  |  |
| Pre-swallow respiration velocity | Trapezoidal integration of the inhale or exhale preceding the swallowing apnea. | \* |
| Relative pre-swallow breathing cessation | Duration from start of the swallowing apnea to the preceding acceleration zero-crossing, normalized by the average respiratory cycle duration during rest. | \* |
| Relative post-swallow breathing onset | Duration from the end of the swallowing apnea to the next acceleration zero-crossing, normalized by the average respiratory cycle duration during rest. | \* |

**Supplementary Table 4. Optimized hyperparameters for Severity Probability Model (all training data).**

|  |  |  |  |
| --- | --- | --- | --- |
| **Task** | **Max Depth** | **Max Leaf Nodes** | **Number of Estimators** |
| Saliva: *Natural dry swallow + effortful dry swallow* | 10 | 25 | 100 |
| Liquid: *2.5 mL + 5 mL* | 50 | 25 | 25 |
| Liquid: *Natural sip* | 10 | 75 | 50 |
| Liquid: *Straw sip* | 5 | 10 | 25 |
| Puree: *Spoonful + spoonful with effortful swallow* | 25 | 75 | 50 |
| Soft solid: *Spoonful* | 25 | 75 | 100 |
| Hard solid: *Natural bite* | 10 | 100 | 10 |

**Supplementary Table 5. Average feature importance for the Severity Probability Model.**

|  |  |  |
| --- | --- | --- |
| **Feature** | **Model Type** | **Average** **(SD)** |
| Saliva | Liquid(tsp) | Liquid(sip) | Liquid(straw) | Puree(spoonful) | Soft Solid(spoonful) | Hard Solid(bite) |
| Power spectra total power | 0.118 | 0.100 | 0.067 | 0.062 | 0.108 | 0.114 | 0.087 | **0**.**094**(0.022) |
| Old-Phase | 0 .111 | 0.106 | 0.064 | 0.108 | 0.090 | 0.091 | 0.070 | **0**.**091**(0.019) |
| Apnea jerk | 0.071 | 0.046 | 0.072 | 0.081 | 0.080 | 0.076 | 0.130 | **0**.**079**(0.025) |
| Kurtosis | 0.033 | 0.077 | 0.061 | 0.075 | 0.050 | 0.084 | 0.162 | **0**.**078**(0.041) |
| Relative pre-swallow breathing cessation | 0.068 | 0.087 | 0.073 | 0.131 | 0.060 | 0.064 | 0.046 | **0**.**076**(0.027) |
| Relative post-swallow breathing cessation | 0.059 | 0.111 | 0.069 | 0.038 | 0.100 | 0.071 | 0.067 | **0**.**074**(0.025) |
| Lempel-Ziv complexity | 0.133 | 0.047 | 0.078 | 0.054 | 0.049 | 0.059 | 0.044 | **0**.**066**(0.032) |
| Pre-swallow respiration velocity | 0.051 | 0.061 | 0.074 | 0.046 | 0.090 | 0.071 | 0.046 | **0**.**063**(0.016) |
| Power spectra centroid | 0.037 | 0.042 | 0.086 | 0.046 | 0.062 | 0.066 | 0.088 | **0**.**061**(0.020) |
| Swallow latency | 0.083 | 0.077 | 0.060 | 0.059 | 0.052 | 0.037 | 0.038 | **0**.**058**(0.017) |
| Post-swallow apnea sustention | 0.060 | 0.053 | 0.061 | 0.082 | 0.081 | 0.034 | 0.035 | **0**.**058**(0.019) |
| Sample entropy | 0.047 | 0.046 | 0.055 | 0.054 | 0.048 | 0.061 | 0.070 | **0**.**054**(0.009) |
| Power spectra normalized peak frequency | 0.043 | 0.047 | 0.057 | 0.071 | 0.044 | 0.057 | 0.051 | **0**.**053**(0.010) |
| Peak width at half maximum | 0.039 | 0.059 | 0.065 | 0.029 | 0.054 | 0.049 | 0.035 | **0**.**047**(0.013) |
| Power spectra peak frequency | 0.019 | 0.021 | 0.041 | 0.037 | 0.017 | 0.032 | 0.020 | **0**.**027**(0.010) |
| Pre-swallow I-E pattern | 0.017 | 0.009 | 0.011 | 0.017 | 0.007 | 0.017 | 0.005 | **0**.**012**(0.005) |
| Post-swallow I-E pattern | 0.011 | 0.009 | 0.006 | 0.010 | 0.007 | 0.016 | 0.004 | **0**.**009**(0.004) |
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