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Evolutionary Learning Derived Clinical-Radiomic Models for Predicting Early Recurrence of Hepatocellular Carcinoma After Resection

SUPPLEMENTAL METHODS
Coarse-to fine feature selection
　　Feature selection was initially performed on the 4,353 radiomic features extracted from three phases of CECT images. First, the features were retained, which were significantly different between recurrence and non-recurrence patients using the ANOVA test with p-value<0.05. In total, 3,270 radiomic features were retained. Second, all features were clustered into numerous groups in which the features in a group have high correlation coefficients (Pearson correlation coefficient>0.9 in this study). Only one feature was selected to reduce the feature space for facilitating IBCGA to identify a small set of informative features. Finally, there were 112 radiomic features were retained. Hence, there were 112, 138, and 143 features in the candidate feature set for designing the GARSL radiomics model, GARSL pre-operative model, and GARSL post-operative model, respectively.

Edge feature selection

　　Along the contour of ROI annotated by radiologists, we used 4-pixel regions on the both sides of the contour to form a 9-pixel edge region to extract edge features. We extracted the edge features by calculating the mean and standard deviation (STD) of pixel intensity in the inner region and outer region separately. There were 6 edge features extracted, including inner mean, inner STD, outer mean, outer STD, the difference between the inner and outer means, and the difference between the inner and outer STDs.

Morphology feature selection

　　We used the “regionprops” function of the Matlab image processing toolbox to extract morphology features for measuring the geometric morphology of ROI. The 24 morphology features extracted from the ROIs are described as follows: 

　　The 24 morphology features were area, perimeter, major axis length, minor axis length, eccentricity, orientation, equivalent diameter, solidity, extent, compactness, rectangularity, elongation, convexity, convex area, convex perimeter, perimeter area ratio, aspect ratio, maximum radius, bounding box size, ellipticity, defects ratio, bending energy, and sphericity.

Intensity feature selection

　　We measured the intensity distribution of pixels surrounded on the contour, including mean, median, variance, STD, maximal pixel value, minimal pixel value, skewness, kurtosis, energy, and entropy of pixel intensity.

Hu moments feature selection

　　Moment invariants were first proposed by Hu in 1962 [1] and were widely used in object detection tasks in recent years [2] [3]. We extracted 7 moment invariants from ROI images for further analysis.

GLCM-Haralick feature selection

　　Gray-level co-occurrence matrix (GLCM) is a commonly-used texture feature set that is derived from the distribution of co-occurrence pixels. Haralick features [4] [5] [6] were obtained from the GLCM features using statistical methods. We used 5 offsets (1, 2, 3, 4, and 5 pixels) along with 4 angles (0, 45, 90, and 135) to generate the GLCM features. Consequently, 22 statistical equations [5] were used to measure the distribution of every types of co-occurrence pixels.

　　The 22 Haralick features are as follows: energy, contrast, correlation, variance, sum of variance, difference of variance, entropy, sum of entropy, difference of entropy, sum of average, inverse difference, normalized inverse difference, homogeneity, normalized inverse difference moment, autocorrelation, dissimilarity, cluster shade, cluster prominence, maximal probability, maximal correlation coefficient, information measures correlation 1, and information measures correlation 2.

Wavelet feature selection
　　The discrete wavelet transform is a popular process in image analysis and image compression fields, which decomposes images through a high-pass filter and a low-pass filters to downsample the image by a factor of 2. The specific filters developed for image decomposition were called basis functions. We used 7 basis functions [7] in this study that provided by “wfilters” function of the Matlab wavelet toolbox.

The procedure of IBCGA

　　The inheritable bi-objective combinatorial genetic algorithm (IBCGA) is a stable and efficient feature selection method cooperated with classifiers such as support vector machine (SVM). IBCGA aims to identify a minimal set of features and maximize the prediction accuracy (determined by the fitness function) simultaneously. We encoded the feature selection variables into binary genes in the chromosome, representing a feature selected or not. Individuals consisting of the binary genes and encoded genes of SVM parameters can derive a prediction model from a training dataset. The main operations, selection, crossover and mutation with control parameters can be adaptively customized depending on the applications. The feature selection problem C(n, m) is to select a small number m from a large number n of candidate features. The value of n is given but the value of m is unknown. The two control variables determine the range of feature number m that rstart and rend denote the initial and stop numbers of feature selection, respectively. The best individual in the finial population was decoded to obtain a set of features/biomarkers, namely a signature, and the SVM parameters. The main steps of IBCGA are as follows: 

Step 1 Initialization: Randomly generate Npop individuals that each individual contains r = rstart chosen features and (n-rstart) unchosen features

Step 2 Evaluation: Use the fitness function to evaluate all individuals.

Step 3 Selection: Select Ps×Npop individuals by the tournament selection method to form a mating pool.

Step 4 Crossover: Perform an orthogonal array crossover of IEA on randomly selected Pc*Npop individuals from the mating pool.

Step 5 Mutation: Randomly select Pm×Npop individuals excluding the best one to mutate using a bit-inverse operation,.

Step 6 Convergence test: If the best individuals in recent generations tend to convergence or the maximum number Gmax of generations has reached, output the best individual as Xr and go to Step 7. Otherwise, go to Step 2.

Step 7 Termination test: If r = rend, output the best individual as Xm with m selected features from the solutions Xr where r = rend, rend+1, …, rstart and stop the algorithm. Otherwise, go to Step 8.
Step 8 Inheritance: Randomly mutate a binary gene from 1 to 0 for each individual in the population, decrease the value of r by 1, and go to Step 2.

Parameters of IBCGA

npop: number of population exist in the pool, set npop = 50.

Ps: selection probability, set Ps = 1.0.
Pc: crossover probability, set Pc = 0.8.

Pm: mutation probability, set Pm = 0.05.

Gmax: maximum number of generation, set Gmax = 100.

(GARSL pre-clinical) rstart = 26, rend = 5.
(GARSL radiomics) rstart = 112, rend = 20.

(GARSL pre-operative) rstart = 138, rend = 20

(GARSL post-operative) rstart = 143, rend = 20.
Selection of Non-deterministic solutions
The IBCGA algorithm based on IEA is a non-deterministic method due to the random number generation. For identifying a robust set of features and considering accurate modeling, we executed R runs (R=6 in this study) of IBCGA and chose the robust solution for the GARSL model. The robust solution has the highest feature frequency score FFS(t) defined as follows:
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where f(zi) is the frequency of feature zi selected in R runs, nt is the number of selected features in the t-th run, and t = 1, ... , R.


Table S1shows statistical significance of the top 20 modeling features in the GARSL pre-operative model. The identified signatures for the four GARSL models (pre-clinical, radiomics, pre-operative, and post-operative) were given in Tables S2-S5.
Supplementary Table 1. Statistical significance of the top 20 modeling features in the GARSL pre-operative model.
	Rank
	Feature type
	Feature description
	MED (%)
	p-value

	1
	Clinical
	Tumor size
	1.582
	9.146 × 10-9 

	2
	CT_A
	Wavelet (Biorthogonal 21)
	1.105
	9.122 × 10-8 

	3
	Clinical
	BCLC stage
	1.030
	3.120 × 10-4 

	4
	CT_A
	Wavelet (Biorthogonal 75)
	0.954
	7.766 × 10-7 

	5
	CT_non
	Haralick (d=1, θ=0°, Contrast)
	0.929
	2.428 × 10-1 

	6
	CT_non
	Morphology (Roundness)
	0.778
	2.601 × 10-2 

	7
	CT_P
	Edge (Inner mean)
	0.753
	7.582 × 10-2 

	8
	CT_non
	Wavelet (Biorthogonal 100)
	0.703
	2.804 × 10-1  


	9
	Clinical
	Tumor number
	0.628
	2.573 × 10-2 

	10
	CT_A
	Haralick (d=1, θ=0°, Sum of Entropy)
	0.628
	3.575 × 10-2 

	11
	CT_A
	Wavelet (Biorthogonal 93)
	0.603
	1.473 × 10-4 

	12
	Clinical
	GGT
	0.603
	4.809 × 10-6 

	13
	CT_non
	Intensity (Maximal Pixel Value)
	0.527
	3.705 × 10-3 

	14
	CT_P
	Haralick (d=1, θ=0°, Sum of Entropy)
	0.527
	8.707 × 10-2 

	15
	Clinical
	AST
	0.452
	1.384 × 10-4 

	16
	CT_P
	Wavelet (Biorthogonal 20)
	0.427
	3.493 × 10-6 

	17
	CT_A
	Haralick (d=5, θ=135°, Correlation)
	0.402
	3.613 × 10-6 

	18
	CT_A
	Hu Moments (Sixth order)
	0.377
	1.531 × 10-1 

	19
	CT_A
	Haralick (d=5, θ=135°, Maximal correlation coefficient) 
	0.352
	2.406 × 10-1 

	20
	CT_A
	Wavelet (Biorthogonal 20)
	0.326
	7.480 × 10-6 


Abbreviations MED: main effect difference, the larger the score, the greater the contribution to the prediction accuracy of the feature. CT_A: CT arterial phase. CT_P: CT portal venous phase. CT_non: CT non-contrast phase.
Supplementary Table 2. The signature of the GARSL pre-clinical model.
	Data type
	Feature description

	Pre-clinical data
	PT sec

	
	Na

	
	ALK-P

	
	ALT

	
	AST to Platelet Ratio Index (APRI)

	
	GGT

	
	HBsAg-positive

	
	Tumor size

	
	Tumor number


Supplementary Table 3. The signature of the GARSL radiomics model.
	Data type
	Feature type
	Feature description

	Non-contrast radiomics
	morphology
	Area

	
	Intensity
	Maximal pixel value

	
	Haralick
	Correlation

	
	
	Dissimilarity

	
	Wavelet
	Biorthogonal 1, 2, 3, 19

	Arterial phase radiomics
	intensity
	Maximal pixel value

	
	Haralick
	Sum of Entropy

	
	
	Energy

	
	Wavelet
	Biorthogonal 1, 20, 21, 102

	Portal venous phase radiomics
	Edge
	Inner mean

	
	Morphology
	Extent

	
	Intensity
	Minimal pixel value

	
	Haralick
	Sum of Entropy

	
	wavelet
	Biorthogonal 21, 93


Supplementary Table 4. The signature of the GARSL pre-operative model.
	Data type
	Feature type
	Feature description

	Pre-clinical data
	BCLC stage

	
	WBC count

	
	AST

	
	GGT

	
	Tumor size

	
	Tumor number

	Non-contrast radiomics
	morphology
	Roundness

	
	intensity
	Maximal pixel value

	
	Haralick
	d=1, θ=0°, Contrast

	
	
	d=2, θ=45°, Cluster Prominence

	
	
	d=2, θ=90°, Correlation

	
	
	d=2, θ=135°, Correlation

	
	
	d=4, θ=0°, Correlation

	
	
	d=5, θ=45°, Dissimilarity

	
	
	d=5, θ=135°, Information Measures of Correlation II

	
	wavelet
	Biorthogonal 3, 91, 93, 100

	
	
	Reverse Biorthogonal 91

	Arterial phase radiomics
	Hu moment
	Fifth order

	
	
	Sixth order

	
	Haralick
	d=1, θ=0°, Sum of entropy

	
	
	d=5, θ=135°, Correlation

	
	
	d=5, θ=135°, Information Measures of Correlation I

	
	wavelet
	Biorthogonal 1, 3, 20, 21, 75, 91, 93

	Portal venous phase radiomics
	edge
	Inner mean

	
	intensity
	Minimal pixel value

	
	Haralick
	d=1, θ=0°, Sum of entropy

	
	
	d=5, θ=45°, Energy

	
	wavelet
	Biorthogonal 1, 20, 21

	
	
	Reverse Biorthogonal 102


Supplementary Table 5. The signature of the GARSL post-operative model.
	Data type
	Feature type
	Feature description

	Pre-clinical data
	BCLC stage

	
	ALB

	
	BUN

	
	APRI

	
	GGT

	
	Tumor size

	
	Tumor number

	Post-clinical data
	Hepatic steatosis

	Non-contrast radiomics
	intensity
	Skewness

	
	Haralick
	d=2, θ=90°, Correlation

	
	
	d=5, θ=135°, Information Measures of Correlation II

	Arterial phase radiomics
	intensity
	Maximal pixel value

	
	Hu moment
	Second order

	
	wavelet
	Biorthogonal 75, 93

	Portal venous phase radiomics
	edge
	Inner mean

	
	wavelet
	Biorthogonal 20


Supplementary Fig. 1. The distribution of top 20 features in positive-prediction and negative-prediction, and statistical significance of each feature within whole data.
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