**Supplementary File on Statistics**

This supplementary file provides a brief description of the penalized logistic regression. For a fuller description of the method, we refer to the paper by Park and Hastie [12](#_ENREF_9). We begin by discussing linear regression in order to understand the issue of collinearity. This will be followed by logistic regression and penalized logistic regression.

*Linear Regression*

In linear regression, the aim is to find the least squares solution *β* that minimise the error term of the equation.
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*Collinearity*
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*Logistic regression*

In this study, we used binary outcome measures as the dependent variable (infarct versus no infarct). The regression model now requires a non-linear link function *g* such as logit link function.
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This requires transformation into logit variables, the natural logarithm of the odds of the outcome (probability of the outcome divided by one minus the probability of the outcome). The term *L* here refers to the likelihood function and *l* refers to the log function.

![](data:image/x-wmf;base64,183GmgAAAAAAAOANQAIACQAAAACxUQEACQAAA00CAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgDRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gDQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIF/uMAAAAAAJABAAAAAgACABBTeW1ib2wAANMFCg1o8BMAWLHzd2Gx83cgQPV3pgVmZAQAAAAtAQAACAAAADIKfgEjAQEAAAAoeRwAAAD7AgX+4wAAAAAAkAEAAAACAAIAEFN5bWJvbAAASBEKQ2jwEwBYsfN3YbHzdyBA9XemBWZkBAAAAC0BAQAEAAAA8AEAAAgAAAAyCn4BbwYBAAAAKXkcAAAA+wIF/uMAAAAAAJABAAAAAgACABBTeW1ib2wAANMFCg5o8BMAWLHzd2Gx83cgQPV3pgVmZAQAAAAtAQAABAAAAPABAQAIAAAAMgp+AbAJAQAAACh5HAAAAPsCBf7jAAAAAACQAQAAAAIAAgAQU3ltYm9sAABIEQpEaPATAFix83dhsfN3IED1d6YFZmQEAAAALQEBAAQAAADwAQAACAAAADIKfgFEDQEAAAApeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAA0wUKDzjxEwBYsfN3YbHzdyBA9XemBWZkBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABMAwBAAAAYnkIAAAAMgqAAS4KAQAAAGJ5CAAAADIKgAFzBQEAAABseQgAAAAyCoABowMBAAAAYnkIAAAAMgqAAaEBAQAAAGJ5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1d6YFZmQEAAAALQEBAAQAAADwAQAACAAAADIKgAGiCwEAAAAseQgAAAAyCoAB8QQBAAAALHkIAAAAMgqAARUDAQAAACx5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1d6YFZmQEAAAALQEAAAQAAADwAQEACAAAADIK4AERCwEAAAAweQgAAAAyCuABcQQBAAAAMXkIAAAAMgrgAYQCAQAAADB5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFix83dhsfN3IED1d6YFZmQEAAAALQEBAAQAAADwAQAACAAAADIKgAEtCQEAAABseQgAAAAyCoABRgABAAAATHkcAAAA+wKA/gAAAAAAAJABAAAAAgACABBTeW1ib2wAANMFChE48RMAWLHzd2Gx83cgQPV3pgVmZAQAAAAtAQAABAAAAPABAQAIAAAAMgqAAVsIAQAAAC15CAAAADIKgAErBwEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAGSmBWZkAAAKACEAigEAAAAAAQAAAFTzEwAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

For binary dependent variable where the error variances are not equal, the assumptions of least squares fitting for the errors to be normally distributed are not met. Consequently, the regression coefficients are better estimated by the maximum likelihood estimation (MLE). Maximum likelihood estimation (MLE) is the process of finding the parameter that maximises the likelihood for the observed data. Unlike linear least squares regression, there is no close solution for the MLE and an iterative trial and error method is used to find the MLE (iterative reweighted least squares).

*Penalized regression*
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The cost-complexity statistic is defined in this case as the deviance plus the product of the complexity parameter and the degree of freedom12. Deviance is defined as the residual sum of squares or errors between the observed values and the model.
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The ![](data:image/x-wmf;base64,183GmgAAAAAAAGABwAEFCQAAAAC0XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwAFgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8gAQAAhgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAMAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAIsNCgOY8RMAWLHzd2Gx83cgQPV3gxBmvAQAAAAtAQAACAAAADIKYAE0AAEAAABseQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAACDEGa8AAAKACEAigEAAAAA/////7TzEwAEAAAALQEBAAQAAADwAQAAAwAAAAAA) value, which results in the regression model with the minimal Bayesian Information Criterion (*BIC),* is chosen as the desired value. ![](data:image/x-wmf;base64,183GmgAAAAAAAOACQAIBCQAAAACwXgEACQAAA8oAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AIKnzdymp83cgMPV36gdmDgQAAAAtAQAACQAAADIK4AEOAQMAAABtYXhlHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuACCp83cpqfN3IDD1d+oHZg4EAAAALQEBAAQAAADwAQAACAAAADIKgAFGAAEAAABMYQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAA7qB2YOAAAKACEAigEAAAAAAAAAALzzEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA)refers to the maximum likelihood.
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This PLR method employed a forward and backward stepwise penalized logistic regression and used all the ASPECTS regions in the analysis. It called on the penalized function in R programming environment). This program also assessed the interaction of factors on the regression model in the following manner. The choice of factors to be added to the stepwise regression is based on the cost complexity statistics. The asymmetric hierarchy principle[15](#_ENREF_13) was used to determine the choice of interaction of factors. In this case any factor retained in the model can form interaction with those not yet in the model. In this analysis, we have specified a maximum of five terms to be added to the forward selection procedure.
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